Does the Ulleung eddy owe its existence to $\beta$ and nonlinearities?
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Abstract

A nonlinear theory for the generation of the Ulleung Warm Eddy (UWE) is proposed. Using the nonlinear reduced gravity (shallow water) equations, it is shown analytically that the eddy is established in order to balance the northward momentum flux (i.e., the flow force) exerted by the separating western boundary current (WBC). In this scenario, the presence of $\beta$ produces a southward (eddy) force balancing the northward momentum flux imparted by the separating East Korean Warm Current (EKWC).

It is found that, for a high Rossby number EKWC (i.e., highly nonlinear current), the eddy radius is roughly $2R_d/\varepsilon^{1/6}$ (here $\varepsilon \equiv \beta R_d/f_0$, where $R_d$ is the Rossby radius), implying that the UWE has a scale larger than that of most eddies ($R_d$). This solution suggests that, in contrast to the familiar idea attributing the formation of eddies to instabilities (i.e., the breakdown of a known steady solution), the UWE is an integral part of the steady stable solution. The solution also suggests that a weak WBC does not produce an eddy (due to the absence of nonlinearity).

A reduced gravity numerical model is used to further analyze the relationship between $\beta$, nonlinearity and the eddy formation. First, we show that a high Rossby number WBC which is forced to separate from the wall on an $f$ plane does not produce an eddy near the separation. To balance the northward momentum force imparted by the nonlinear boundary current, the $f$ plane system moves constantly offshore, producing a southward Coriolis force. We then show that, as $\beta$ is introduced to the problem, an anticyclonic eddy is formed. The numerical balance of forces shows that, as suggested by the analytical reasoning, the southward force produced by the eddy balances the northward flow force imparted by the boundary current. We also found that the observed eddy scale in the Japan/East Sea agrees with the analytical estimate for a nonlinear current.
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1. Introduction

The Japan/East Sea (JES) is in many respects analogous to the much more frequently studied Mediterranean Sea as both are marginal seas with convection regions and strong eddies. The main difference between the two is that the JES has more than one connection to its adjacent ocean and, in view of this, it is flushed by wind-driven flows which enter through one gap and exit through the others. For a review of the JES, the reader is referred to Preller and Hogan (1998). Our main focus here is to provide an explanation for the generation of the Ulleung Warm Eddy (UWE).

1.1. Observational background

The northward-flowing Tsushima Warm Current (TWC) has a major impact on the circulation of the JES (Preller and Hogan, 1998). Perkins et al. (2000) and Jacobs et al. (2001) verified the earlier ideas that, within the Tsushima Strait, the TWC is divided into two different currents, one flowing through the eastern channel and the other through the western channel. This so-called “primary branching” (Fig. 1) is thought to be due to the Tsushima Island and the topography, but Ou (2001) proposed an alternative splitting mechanism. According to the classical interpretation of Suda and Hidaka (1932) and Uda (1934), the northern part of the TWC ultimately splits again, forming a total of three distinct branches (Fig. 1) originally named (from east to west) the first, second and third branches. The structure and variability of the TWC were studied using a variety of data sets: hydrographic (Kawabe, 1982a; Lie, 1984; Lie and Byun, 1985; Kim and Kim, 1983; Katoh, 1994; Preller and Hogan, 1998), satellite-derived sea-surface temperature (SST) (Kim and Legeckis, 1986; Cho and Kim, 1996), and numerical model experiments (Kawabe, 1982b; Hogan and Hurlburt, 2000).

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>Coriolis parameter ((f_0 + \beta y))</td>
</tr>
<tr>
<td>( g' )</td>
<td>reduced gravity, (g \Delta \rho / \rho)</td>
</tr>
<tr>
<td>( h )</td>
<td>upper layer thickness</td>
</tr>
<tr>
<td>( h_e )</td>
<td>Eddy upper layer thickness</td>
</tr>
<tr>
<td>( H )</td>
<td>undisturbed upper layer thickness</td>
</tr>
<tr>
<td>( H_e )</td>
<td>upper layer thickness at the eddy center</td>
</tr>
<tr>
<td>( L )</td>
<td>boundary current width (Figs. 4 and 10)</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>width of square domain (S) (Fig. 4)</td>
</tr>
<tr>
<td>( L_e )</td>
<td>basin zonal width (3)</td>
</tr>
<tr>
<td>( R )</td>
<td>Eddy radius</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>parameter defined as (8(g'H_e)^{1/2}/f_0)</td>
</tr>
<tr>
<td>( R_d )</td>
<td>Rossby radius of deformation, ((g'H_e)^{1/2}/f_0)</td>
</tr>
<tr>
<td>( R_{de} )</td>
<td>Rossby deformation radius of the eddy, ((g'H_e)^{1/2}/f_0)</td>
</tr>
<tr>
<td>( S )</td>
<td>integration area bounded by ABCD in Figs. 4 and 10</td>
</tr>
<tr>
<td>( S^+ , S^- )</td>
<td>subsets of (S) such that (y &gt; y_0) and (y \leq y_0) respectively (Fig. 4)</td>
</tr>
<tr>
<td>( u, v )</td>
<td>velocity components in Cartesian coordinates</td>
</tr>
<tr>
<td>( \bar{v} )</td>
<td>current’s mean speed</td>
</tr>
<tr>
<td>( v_0 )</td>
<td>orbital velocity in the eddy</td>
</tr>
<tr>
<td>( y_s, y_n )</td>
<td>(y)-coordinates of southern and northern boundaries of (S) respectively (Figs. 4 and 10)</td>
</tr>
<tr>
<td>( x_B )</td>
<td>(x)-coordinate of point (B) in Fig. 10</td>
</tr>
<tr>
<td>( \beta )</td>
<td>variation of the Coriolis parameter with latitude</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>small parameter equal to (\beta R_d/f_0)</td>
</tr>
<tr>
<td>( \rho, \Delta \rho )</td>
<td>Density and density difference between the layers</td>
</tr>
<tr>
<td>( \nu )</td>
<td>viscosity coefficient</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>coefficient of interfacial friction</td>
</tr>
<tr>
<td>( \psi )</td>
<td>streamfunction (defined by (\psi_y = -uh; \psi_x = vh))</td>
</tr>
<tr>
<td>( \psi_\infty )</td>
<td>limit of (\psi) as (x \to \infty)</td>
</tr>
<tr>
<td>( \psi_e )</td>
<td>Eddy streamfunction</td>
</tr>
<tr>
<td>( \tau^x )</td>
<td>zonal component of the wind stress</td>
</tr>
</tbody>
</table>

ADCP: Acoustic Doppler Current Profiler
EKWC: East Korean Warm Current
JES: Japan/East Sea
NKCC: North Korea Cold Current
TWC: Tsushima Warm Current
UWE: Ulleung Warm Eddy
WBC: Western Boundary Current
For clarity, we shall refer to the East Korean Warm Current (EKWC) as the “third branch” of the TWC. As shown in Fig. 1, this branch separates from the coast at 37–38°N. This separation appears to be analogous to the classical WBC separation that occurs around 37–38°N, but, as will be shown later, it is probably forced by the Tsugaru Strait outflow (situated to the east) which induces a net upstream northward flow within the JES. This is because the JES is simply too narrow, compared to the Atlantic and the Pacific, to allow for a wind-induced separation.

Using acoustic doppler current profiler (ADCP) data, Katoh (1994) estimated that the transport of the EKWC mounted to about 1.54 Sv in June 1988, 0.70 Sv in August 1988, and 1.77 Sv in June 1989. In general, the current is strong in the spring and summer and weak in the winter. We shall later argue that, because the generation of the UWE requires nonlinearity (i.e., strong current), our proposed mechanism allows the establishment of the eddy only during the spring and summer, in agreement with the observations. Tanioka (1968) argued that 80–90% of the volume transport of the EKWC returns southward around Ulleung Island forming the UWE (see also Ichiye and Takano, 1988; Kang and Kang, 1990; Kim et al., 1991; Katoh, 1994; Mitchell, 2003). The UWE is located in the central part of the Ulleung Basin (where the depth exceeds 1500 m) and has a diameter of approximately 150 km (Fig. 2).

Isoda and Saitoh (1993) reported the formation of a northward flow near the Korean coast when the eddy approaches the western slope of the continental margin; however, the eddy does not always migrate. Lim and Kim (1995) argued that topography is controlling the eddy’s position. Using satellite-tracked drifters, Lie et al. (1995) showed that the eddy was almost stationary from December 1992 to September 1993. They also suggested that the EKWC splits further into two parts—the main stream, which meanders around Ulleung Island, and a branch flowing northeast along the Korean coast. Besides the UWE, the JES shows high eddy activity and various studies examined the horizontal eddy scales in the basin.
(Toba et al., 1982; Kim and Legeckis, 1986; Seung and Kim, 1989; Ichiye and Takano, 1988; Tameishi, 1987; Matsuyama et al., 1990; Isoda and Nishihara, 1992; Sugimoto and Tameishi, 1992; Miyao, 1994; Holloway et al., 1995; Yoon and Kawamura, 2002). Recently, Gordon et al. (2002) and Ou and Gordon (2002) addressed the issue of intrathermocline (subsurface) eddies in the JES. Although these studies are of interest, they are probably not related to the UWE which has a strong surface signature.

1.2. The EKWC separation

As mentioned, our aim is to provide an explanation for the establishment of the UWE. To do so, we shall consider an EKWC separation forced by the net northward throughflow induced by the Tsugaru outflow to the east. Even though the Tsugaru Strait is situated at 41.5°N and the EKWC separates slightly to the south at 37–38°N, we see no mechanism explaining the separation other than the Tsugaru outflow and its associated (upstream) northward flow within the basin. As will be shown below, this throughflow-induced separation is different from the classical wind-induced WBC separation discussed in earlier articles (e.g., Parsons, 1969; Veronis, 1973; Huang and Flierl, 1987; Dengg et al., 1996). It is also different from the collision-induced separation suggested by Lebedev and Nof (1996, 1997).

We shall first examine the issue of whether the momentum flux of the opposing North Korea Cold Current (NKCC) is negligible. Second, we shall show that the outflow through the Tsugaru Strait in the eastern JES is most likely the cause of the separation because it forces a northward flow within the basin, implying a thick upper layer along the eastern boundary and a thin upper layer along the western boundary. As this throughflow proceeds northward, the thickness along the western boundary gradually decreases (due to β) and ultimately vanishes. We will then argue that the fact that the EKWC separates somewhat to the south of the Tsugaru Strait is due to the NKCC which pushes it southward away from the location where it would have separated without it.

1.2.1. The EKWC and NKCC momentum fluxes

We shall now show that, when the EKWC is strong (spring and summer), the NKCC momentum flux is relatively small compared to the momentum flux of the EKWC. To see this, we note that the momentum flux of each boundary current can be approximated as

\[ \int_0^\infty h\bar{v}^2 \, dx \approx \overline{\bar{v}} \int_0^\infty h \, dx, \]  

where \( \bar{v} \) and \( \int_0^\infty h \, dx \) are the average speed and the transport over the boundary current, respectively. Observations (Gordon, 1990; Preller and Hogan, 1998; Rostov et al., 2001) suggest that the strong EKWC has a transport of \( \approx 1.5 \text{ Sv} \) and a speed of \( \approx 25 \text{ cm s}^{-1} \), while the NKCC has a transport of \( \approx 0.5 \text{ Sv} \) and a speed \( \approx 5 \text{ cm s}^{-1} \). This gives a momentum flux ratio of 1/15, indicating that the momentum flux of the NKCC is usually negligible.

Note, however, that these values change on various time scales and that, consequently, the momentum flux of the NKCC is not always negligible. Using ADCP data collected during June–July 1999, Ramp et al. (2003) computed a transport of \( 1.45 \text{ Sv} \) and a momentum flux of \( 2.27 \times 10^5 \text{ m}^4 \text{s}^{-2} \) for the EKWC and a transport of \( 0.78 \text{ Sv} \) and momentum flux of \( 1.59 \times 10^5 \text{ m}^4 \text{s}^{-2} \) for the NKCC. This gives a ratio of 0.7 for the momentum fluxes, which is clearly not negligible. It is important to realize that, for the time period considered by Ramp et al. (2003), no UWE was observed. Consequently, they were able to apply the theory for the collision of boundary currents on an \( f \) plane (Agra and Nof, 1993) and conclude that the separated current should leave the coast at a calculated angle of 80°, which was in very good agreement with their observations.

1.2.2. The EKWC separation process

To see that, for most of the year, the wind stress (which is the classical force associated with separation) does not play an important role in the EKWC separation, consider the depth-integrated linear reduced gravity \( x \)-momentum...
\[ -fV = \frac{g' \partial (h^2)}{2 \partial x} + \frac{\tau^x}{\rho}, \]  

(2)

double what we have taken, a wind-induced separation would still be impossible.

1.3. Objectives of the present study

Before addressing our objectives, it should be pointed out that other WBCs also produce eddies when they separate. Observations of the East Australian Current and numerical simulations of the Brazil Current (Olson, 1991) suggest that the separation mechanism of the WBC leads to the formation of an “intrusion eddy”. The reader is referred to Nilson and Cresswell (1980) and to Tomczak and Godfrey (1994) for a thorough discussion of the East Australian Current eddies (pp. 136–139) and to Tomczak and Godfrey (1994) for a description of the Brazil Current problem (pp. 270–272). In what follows, we shall argue that the UWE belongs to a similar category. The identification of physical mechanism responsible
for the existence of the intrusion eddy is the focus of this paper. Our proposed eddy generation mechanism is shown in Fig. 3a. Upon separation, the WBC creates an imbalance in the longshore momentum flux (sometimes referred to as “flow force” or jet force) because, when it turns to the right, there is no obvious force which can balance its northward upstream force. A large “intrusion eddy” is established because, on a $\beta$ plane, such an eddy produces a southward force which can balance this upstream WBC flow force. Such a balance is, of course, required if a steady state is to be reached. (On an $f$ plane such a balance is not possible, so the system continuously evolves in time.) Note that by “steady state” we merely mean here that the WBC exists in its strong state (spring and summer) for a period longer than $O(\beta R_d)^{-1}$ (which is typically 10–14 days). This is certainly true for the EKWC. Although the physical situation is quite different, a similar balance of forces exists in the outflow from the Tsugaru Strait (Nof and Pichevin, 1999). In that case, the balance is responsible for the generation of the Tsugaru gyre.

This paper is organized as follows: In Section 2, we derive an analytical relationship that represents the balance of forces in a control region surrounding the eddy. We also derive an estimate for the eddy radius based on the relation found earlier. In Section 3, we describe the comparison between the analytical results from the previous sections and the outputs of numerical model. In Section 4 we investigate the linear limit and in Section 5 we discuss the results and present the conclusions.

Fig. 3. (a) The nonlinear balance of flow forces associated with the WBC separation. A northward flow upstream generates a northward force similar to that associated with a jet exiting a rocket. Beyond the separation, there is no force to balance it. It is, therefore, balanced by a southward $\beta$ force associated with the eddy which is established in order to offset the nonlinear upstream (WBC) force. The $\beta$ force is generated because all particles circulating anticyclonically within the eddy sense a larger Coriolis force on the northern side than they do on the southern side. As a result, the southward Coriolis force in the northern part of the eddy is greater than the northward Coriolis force on the southern part of the eddy. Consequently, a net southward force is established. (A northward force is generated when cyclones are placed on a $\beta$ plane.) In the linear limit there is no upstream force (because this force is proportional to the square of the meridional velocity) and, therefore, no eddy. (b) Schematic diagram of the separation of the EKWC forced by the Tsugaru outflow on the eastern side of the basin and the associated northward flow in the basin. The shaded area represents the region where the lighter layer is present. The origin of the coordinate system is situated at the separation point. A close-up of the region bounded by the dashed–dotted line is shown in Fig. 4. Note that, in reality, the separation of the EKWC from the western boundary occurs at 37–38°N, which is south of the Tsugaru Strait (42°N). We believe that this mismatch in latitudes is due to the NKCC which opposes the EKWC and forces it to separate south of where it would have separated without. There is also a mismatch between the actual separation of the EKWC from the boundary and the position of the actual front (39–40°N). This mismatch is neglected in our model.
2. Formulation

We shall study the “intrusion eddy” (formed when a WBC separates from the coast due to an outflow east of the boundary) in the framework of a baroclinic reduced gravity model on a β plane (Fig. 3b). Though the wind stress and the ocean interior are responsible for the existence of the WBC in the first place, we assume that their role in the dynamics of the eddy is minor, because the basin length scale of the wind systems is much greater than that of the boundary current \[O(R_d)\].

Consider a single northward-flowing WBC in an upper layer (with density \(\rho\)) above an infinitely deep layer of slightly denser water (with density \(\rho + \Delta p\)). As the current flows northward, it reaches a latitude where the upper layer thickness vanishes on the wall due to the outflow to the east (which induces a net northward flow in the basin) and, consequently, separation takes place. We place the origin of our coordinate system right at the separation point (on the wall) and assume that, far away from the western boundary and far south from the separation latitude, the upper layer thickness approaches an undisturbed value \(H\).

As alluded to earlier, the effects of an opposing southward-flowing boundary current are neglected.

The separated current forms a front where the outcropping streamline divides the domain into two sections. As we shall see later, it will not be necessary to derive the solution for the entire region and the latitude of the separation point because we shall use an integrated approach which avoids that need. A schematic diagram of our domain of study is depicted in Fig. 4.

2.1. North–South momentum balance

Assuming a steady state and integrating (after multiplying by \(h\)) the steady and inviscid nonlinear y-momentum equation,

\[
\frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + fu + g' \frac{\partial h}{\partial y} = 0,
\]

over the fixed region \(S\) bounded by the dashed line \(ABCD\) shown in Fig. 4, we get,

\[
\iint_S \left( h \frac{\partial v}{\partial x} + h v \frac{\partial v}{\partial y} \right) \, dx \, dy + \iint_S \left( f_0 + \beta y \right) uh \, dx \, dy
\]

\[
+ \frac{g'}{2} \iint_S \frac{\partial h^2}{\partial y} \, dx \, dy = 0,
\]

which, by using the continuity equation and streamfunction \(\psi\), we obtain,

\[
\iint_S \left[ \frac{\partial (hu)}{\partial x} + \frac{\partial (h^2)}{\partial y} \right] \, dx \, dy - \iint_S \left( f_0 + \beta y \right) \frac{\partial \psi}{\partial y} \, dx \, dy
\]

\[
+ \frac{g'}{2} \iint_S \frac{\partial h^2}{\partial y} \, dx \, dy = 0
\]
Here, the notation is conventional, i.e., $u$ and $v$ are the velocity components in the $x$ and $y$ directions, $h$ is the upper layer thickness, $\psi$ is the transport streamfunction defined by $\partial \psi / \partial y = -uh_0 \partial \psi / \partial x = v$, and $g'$ is the reduced gravity, $g \Delta \rho / \rho$ (for convenience, variables are defined in both the text and in the Nomenclature). Application of Green's theorem to (5) gives

$$
\iint_S h u v \, dy - \iint_S \left( h v^2 + \frac{g' h^2}{2} \right) \, dx + f_0 \int_\partial S \psi \, dx \\
+ \beta \iint_S \psi \, dx \, dy = 0,
$$

where $\partial S$ is the boundary of $S$.

Next, we assume that $\psi = 0$ along the wall and the outcropping front and note that at least one of the three variables $h, u$, and $v$ vanishes on every portion of the boundary $\partial S$. It then follows from (6) that

$$
\int_B \left[ h v^2 + \frac{g' h^2}{2} - (f_0 + \beta y) \psi \right] \, dx \\
- \beta \iint_S \psi \, dx \, dy = 0,
$$

Assuming now that both upstream and downstream the flow is geostrophic in the cross-current direction, we get (after multiplying the geostrophic relation $(f_0 + \beta y)v = g' \partial h / \partial x$ by $h$ and integrating on the segment $AB$),

$$
(f_0 + \beta y) \psi + C = \frac{g'}{2} h^2,
$$

where $C$ is a constant to be determined. Note that at $x \rightarrow \infty$ the flow is geostrophic in the $y$-direction so that,

$$
(f_0 + \beta y)uh = -\frac{g' \partial (h^2)}{2} \frac{\partial y}{\partial y},
$$

and integration in $y$ gives,

$$
(f_0 + \beta y) \psi \bigg|_{y_s}^{y_n} - \beta \int_{y_s}^{y_n} \psi_{\infty} \, dy = \frac{g' h^2}{2} \bigg|_{y_s}^{y_n}, x \rightarrow \infty,
$$

where $\psi_{\infty}$ (which is a function of $y$) is the streamfunction at $x \rightarrow \infty$, and $y_s$ and $y_n$ are the $y$ components of points $A$ and $D$ (Fig. 4), respectively. Since $\psi = h = 0$ at $y=y_m$, it follows that $C = -\beta \int_{y_m}^{y_n} \psi_{\infty} \, dy$ so that (7) can be written as

$$
\int_0^L h v^2 \, dx - \beta \iint_S (\psi - \psi_{\infty}) \, dx \, dy = 0,
$$

where $L$ is the width of the boundary current. Note that the integrand of the second integral vanishes as $x \rightarrow \infty$ and, consequently, the integrand does not change when the zonal extent of $S$ is increased (as should be the case).

The first term in (9) is the (order one) northward momentum flux of the WBC. The second term corresponds to the difference between the flow induced by the separation and the flow downstream ($\psi_{\infty}$). We immediately see that this anomaly must be positive (i.e., $\psi - \psi_{\infty} > 0$) and large because $\beta \ell / f$ (where $\ell$ is the region length scale) is small. A large anticyclone fits these two requirements. Relation (9) also shows that there cannot be a steady solution on an $f$ plane ($\beta = 0$) because there is no force to balance the upstream momentum flux (the first term). We shall see later (Section 3.2) that this implies an offshore migration (in the $f$ plane case).

For simplicity, we rewrite (9) as

$$
\int_0^L h v^2 \, dx - \beta \iint_{S^+} (\psi - \psi_{\infty}) \, dx \, dy \\
- \beta \iint_S (\psi - \psi_{\infty}) \, dx \, dy = 0,
$$

where $S^+$ and $S$ are subsets of $S$ corresponding to $y > y_0$ and $y \leq y_0$, respectively (see Fig. 4). We shall now leave (10) aside temporarily and discuss the relevant scales.

2.2. Scaling

Assuming nonlinear dynamics and the balance implied by (9), we take the following scales:

$$
L \sim O(R_D), v \sim O \left( \frac{g' H}{f_0^{1/2}} \right) \text{ outside the eddy,}
$$

$$
\psi \sim O \left( \frac{g' H^2}{f_0} \right) \text{ inside the eddy,}
$$

where $R_D = (g' H)^{1/2}/f_0$ is the Rossby deformation radius, and $H_e \gg H$ is the depth scale for the
eddy. The large eddy scale ($\psi$ and $H_e$) reflects the momentum balance which, as mentioned above, implies that $\psi$ must be large and positive.

Note that the integrand of the third term in (10) is zero in the area outside the region influenced by the separation, so each of the three terms in (10) can be scaled as,

\[
\int_0^L h v^2 \, dx \sim O(g' H^2 R_d),
\]

(11)

\[
\oint S^+ \beta \int \psi \, dx \, dy \sim O(\beta R_{de}^2 \frac{g' H^2}{f_0}),
\]

(12)

\[
\oint S^+ \beta (\psi - \psi_\infty) \, dx \, dy \sim O(\beta R_d L_2 \frac{g' H^2}{f_0}),
\]

(13)

where $R_{de} = (g' H_e)^{1/2} / f_0$, and $L_2$, the length of the integration domain $ABCD$ (Fig. 4), is much larger than $R_d$. Note that the ratio between the third and first terms is $\beta L_2 f_0 \ll 1$. Consequently, only the second term can balance the first term. Taking accordingly,

\[
R_{de} \sim O\left(\frac{R_d}{\varepsilon^{1/6}}\right)
\]

(14)

and

\[
L_2 \sim O(R_{de}),
\]

(15)

where $\varepsilon = \beta R_d / f_0 \ll 1$, we now have a balance between the first and second terms. The ratio between the first term and the third term is $O(\varepsilon^{5/6})$.

Two comments should be made with regard to the above scales. First, as is frequently the case, the scaling may conceal potentially large numbers such as powers of the known $2\sqrt{2}$ ratio between the eddy radius and the Rossby radius (see, e.g., Nof, 1981; Killworth, 1983). Second, the $1/6$ power of $\varepsilon$ implies that, for most cases [$\varepsilon \sim O(0.1)$], $R_{de}$ will be comparable to $R_d$ (though it will be somewhat larger).

2.3. Solution

The scale analysis shows that the leading order nonlinear balance is

\[
\int_0^L h v^2 \, dx = \oint S^+ \beta \int \psi \, dx \, dy.
\]

(16)

As expected, this momentum constraint is not sufficient to close the problem and one needs to invoke other information such as the distribution of vorticity to obtain a solution. For simplicity, we shall first look at the case where both the eddy and the WBC have zero potential vorticity (pv) (i.e., the highly nonlinear case). Note that, for this zero-pv limit, the solutions for both the boundary current and the eddy are straightforward despite the nonlinearity. We shall see later that, with this limit, we obtain a lower bound on the eddy radius.

2.3.1. Zero-pv boundary current

For a zero-pv northward-flowing boundary current,

\[
v = \begin{cases} 
  f(L - x), & x \leq L, \\
  0, & x > L,
\end{cases}
\]

(17)

\[
h = \begin{cases} 
  \frac{H - f^2 (L - x)^2}{2g'}, & x \leq L, \\
  H, & x > L,
\end{cases}
\]

(18)

where, as mentioned, $L$ is the width of the current.

From (18) it follows that, along the wall ($x = 0$),

\[
h(0, y) = H - \frac{f^2 L^2}{2g'}, \quad y < 0.
\]

(19)

Since the transport of the geostrophic boundary current through the zonal segment $AB$ (Fig. 4) must be the same as the transport of the separated geostrophic current through the meridional segment $BC$ (Fig. 4), we have,

\[
\frac{g'}{2f} \left[ H^2 - h^2(0, y_0) \right] = \frac{g'}{2f_0} H^2,
\]

implying that,

\[
h(0, y) = H \left( \frac{\beta |y|}{f_0} \right)^{1/2}, \quad y < 0,
\]

(20)

where $f_0$ is the Coriolis parameter at $y = 0$. Note that the upper layer thickness $h$ in (20) vanishes at $y = 0$, so that the separation condition is satisfied. The actual separation latitude may be a Rossby radius distance away from $y = 0$, because the geostrophic assumption is not valid in the vicinity of the separation point.
where \( |y_b| \sim O(R_d) \), it follows that \( \beta y_b/f_0 \sim O(\varepsilon^{5/6}) \), implying that, to leading order,

\[
L = 2^{1/2} R_d. \tag{21}
\]

By combining (17), (18), and (21), we find that the momentum flux imparted on the region \( S \) by the upstream boundary current through the zonal segment \( AB \) (Fig. 4) is (to leading order)

\[
\int_0^L h v^2 \, dx = \frac{1}{15} 5^{5/2} f_0^2 H R_d^3. \tag{22}
\]

This relationship, which merely represents the value of the momentum flux for a zero PV boundary current, will be employed shortly.

### 2.3.2. Zero-pv eddy

The right-hand side of (16) includes contributions from both the eddy and the separated current surrounding it. It can be shown that the second contribution can be scaled as \( O(\beta R_d R_d g' \varepsilon^2 f_0) \) and that its ratio to the term \( \beta \int \psi \, dx \, dy \) is of \( O(\varepsilon^{5/6}) \). So, to find an estimate for the \( \beta \) term we can take \( \psi = \psi_e \), where \( \psi_e \) is the zero-pv eddy streamfunction.

For a zero-pv eddy,

\[
v_0 = -\frac{f_0 r}{2}, \quad r \leq R \tag{23}
\]

\[
h_e = H_e \left( 1 - \frac{r^2}{R_1^2} \right), \quad r \leq R, \tag{24}
\]

where \( v_0 \) is the orbital speed, \( r \) is the radial distance from the center of the eddy, \( h_e \) is the eddy upper layer thickness, \( H_e \) is the maximum eddy thickness, and \( R_1 = (8g' H_e)^{1/2} f_0 \). It follows from (24) that the eddy radius is

\[
R = \left[ \frac{8g'(H_e - H_b)}{f_0^2} \right]^{1/2}, \tag{25}
\]

where \( H_b \) is the depth on the closed streamline bounding the eddy. The corresponding streamfunction for the eddy is

\[
\psi_e = \frac{f_0^3}{2 \varepsilon^2 g'} \left( R_1^2 - r^2 \right)^2 - \frac{g' H_b^2}{2 f_0}, \quad r \leq R, \tag{26}
\]

where the condition \( \psi_c = g' H_b^2/2f_0 \) at \( r=R \) has been used. Note that, as should be the case, this solution does not only conserve the pv along the streamlines, but also conserves the Bernoulli function. This is so because the eddy’s streamlines are closed so that the Bernoulli function inside the eddy \( (g' H_e) \) need not be equal to that outside the eddy \( (g' H) \).

As a consequence of (14), we have \( H_e \sim O(\varepsilon^{-2/3}) \), and in view of (25) and (26) it follows that, to the leading order, \( R=R_1 \) and the streamfunction is

\[
\psi_e = \frac{f_0^3}{2 \varepsilon^2 g'} \left( R^2 - r^2 \right)^2, \quad r \leq R, \tag{27}
\]

which can be integrated over the eddy to give,

\[
\int_{\text{eddy}} \psi_e \, dx \, dy = 2^{-6} \left( \frac{\pi}{3} \right)^{1/6} \varepsilon^{1/6} R_e^6. \tag{28}
\]

Like (22), (28) will be shortly used to obtain our solution.

### 2.3.3. Final solution

By substituting (22) and (28) into (16), we obtain our desired nonlinear eddy scale,

\[
R = 2 \left( \frac{2^{5/2}}{5\pi} \right)^{1/6} \frac{R_d}{\varepsilon^{1/6}} \tag{29}
\]

Relation (29) is an analytical estimate for the eddy radius based on our momentum balance approach. It relates the eddy size to the known physical parameters upstream and shows that the eddy is quite larger than its parent WBC \( (R \approx 2R_d\varepsilon^{1/6}) \). Note that (29) is a lower-bound estimate for the eddy radius, because the zero-pv eddy is highly nonlinear and, hence, is the steepest anticyclonic eddy possible.

As is frequently the case (see e.g., Nof and Pichevin, 1999), the radius of the eddy goes to infinity as \( \beta \rightarrow 0 \). This is not an issue and is merely a reflection of the expansion’s character. That is to say, our expansion is a singular perturbation expansion rather than a regular expansion, implying that it is meaningful near the limit \( \beta = 0 \) but not at the limit itself. While this may appear peculiar, it is a common trait of perturbation expansions (see e.g., Bender and Orszag, 1999). Physically, this...
singularity is due to the lack of a steady solution for an inviscid WBC separation on an $f$ plane.

3. Numerical simulations

We have performed numerical simulations to test our analytical result and further investigate the role of $\beta$ in the eddy formation. In these simulations, we compared the evolution of the system on both the $f$ plane and the $\beta$ plane (for the same set of physical parameters).

3.1. Numerical model description

We used a reduced gravity version of the isopycnic model developed by Bleck and Boudra (1981, 1986) and later improved by Bleck and Smith (1990). This model is suitable for our study since it allows isopycnic outcropping by using the “Flux-Corrected Transport” algorithm (Boris and Book, 1973; Zalesak, 1979) in the continuity equation.

The equations of motion are the two momentum equations,

$$\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - (f_0 + \beta y)v &= -\frac{g}{h} \frac{\partial h}{\partial y} \\
+ v \nabla \cdot (h \nabla u),
\end{align*}$$

$$\begin{align*}
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} - (f_0 + \beta y)u &= -\frac{g}{h} \frac{\partial h}{\partial y} \\
+ v \nabla \cdot (h \nabla v),
\end{align*}$$

and the continuity equation,

$$\frac{\partial h}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} = 0,$$

where $v$ is the frictional coefficient.

The model uses the Arakawa (1966) C-grid where the $u$-velocity points are shifted one-half grid step to the left from the $h$ points, the $v$-velocity points are shifted one-half grid step down from the $h$ points, and the vorticity points are shifted one-half grid step down from the $u$-velocity points. The integration domain is a rectangle with closed western and northern boundaries, open eastern boundary, and imposed inflow on the southern boundary. The Orlanski (1976) second-order radiation boundary condition was implemented on the open boundary.

Three extensive experiments were performed and the respective parameters are listed in Table 1. Additional experiments are not necessary for two reasons. First, the parameter controlling the experiment is the undisturbed upper layer thickness $H$ as it sets up both the boundary current transport ($gh/2f_0$) and the Rossby deformation radius $R_d$. Therefore, all the boundary current parameters are determined by $H$, and consequently, after nondimensionalizing, the equations of motion of any two runs would differ only by the nondimensional ($\beta R_d/f_0$) and the nondimensional frictional coefficient ($v/2 f_0 R_d^2$). As long as the WBC is inertial, the parameter $\beta R_d/f_0$ is the only one that is controlling the experiment. Furthermore, in midlatitude the parameter $\beta R_d/f_0$ does not vary much and, consequently, the three experiments are sufficient. Second, for each of the three experiments that are conducted, we let the model run for 10,000 days, giving a massive data set.

The parameters adopted for the main experiment E1 are given in Table 1. The baroclinic Rossby deformation radius is 25 km and the transport of the boundary current is about 7.7 Sv ($1\text{ Sv} = 10^6\text{ m}^3\text{s}^{-1}$). For economical reasons, we

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Parameters</th>
<th>Resolution time step</th>
<th>Basin size</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>$f_0=0.8573 \times 10^{-4}\text{ s}^{-1}$, $\beta=849 \times 10^{-11}\text{ m}^{-1}\text{s}^{-1}$, $g'=0.014\text{ m}\text{s}^{-2}$, $H = 300\text{ m}$, $v = 1500\text{ km} \times 3000\text{ km}$</td>
<td>15 km, 12 min</td>
<td>1500 km x 3000 km</td>
</tr>
<tr>
<td>E2</td>
<td>$f_0=0.8573 \times 10^{-4}\text{ s}^{-1}$, $\beta=1.849 \times 10^{-11}\text{ m}^{-1}\text{s}^{-1}$, $g'=0.014\text{ m}\text{s}^{-2}$, $H = 300\text{ m}$, $v = 500\text{ km} \times 3000\text{ km}$</td>
<td>15 km, 12 min</td>
<td>1500 km x 3000 km</td>
</tr>
<tr>
<td>E3</td>
<td>$f_0=0.8573 \times 10^{-4}\text{ s}^{-1}$, $\beta=0$, $g'=0.014\text{ m}\text{s}^{-2}$, $H = 300\text{ m}$, $v = 500\text{ km} \times 3000\text{ km}$</td>
<td>15 km, 12 min</td>
<td>1500 km x 3000 km</td>
</tr>
</tbody>
</table>
took a time step of 720 s and a grid size of 15 km, so that we were barely resolving the Rossby radius. Since the eddy is much greater than the Rossby radius, this is not an issue, but it might be an issue for the WBC resolution. It would, of course, have been better to use a higher resolution. However, as we shall see, the results are so robust that this apparent weakness is probably not significant. We adopted the free slip boundary condition and a relatively large horizontal friction \((v = 1500 \text{ m}^2\text{s}^{-1})\) in order to smooth out transient features. We examined lower values of and found no significant differences. Also, our plots of the various terms in the equations (shown later) illustrate that, even though our chosen \(v\) is relatively high, its effect is negligible.

The above is true for both the \(f\) plane and the \(\beta\) plane runs. On an \(f\) plane, an increased viscosity caused an increase in both the separated and unseparated current width because the width of the currents is controlled by friction. On a \(\beta\) plane, on the other hand, the WBC width is controlled by inertia rather than friction and, consequently, an increased viscosity merely causes an increase of the downstream width. The initial condition for the \(\beta\) plane experiments is the day 200 fields of an \(f\) plane run with a zonal “wall” dividing the domain. On the southern edge we used the same parameters as above, and on the northern edge the upper layer thickness is zero. We then took the “wall” out and, at the same time, turn \(\beta\) on. We then let the system evolve for 10,000 days.

For economical reasons, the parameters used in the numerical experiment E1 are not identical to those of the JES, where the EKWC has a transport of merely 1.5 Sv. For the real JES, the Rossby deformation radius would be smaller than what we chose and we would have to decrease the integration time step, making our runs more time consuming. This is not an issue (even though our \(\beta\) effect is stronger than that in the JES) because it merely makes our runs spin up faster.

### 3.2. General results

Figs. 5 and 7(b),(d) show the contour plots of the nondimensional upper layer thickness for the \(f\) plane run (experiment E3 in Table 1) at days 100, 500, 1000, and 3000. Recall that, according to the analytics, there cannot be a steady state on an \(f\) plane because, without \(\beta\), there is no force that can balance the upstream momentum flux. To examine this predicted property, we let the \(f\) plane runs go for a long period of time (3000 days). We see that indeed there is no steady state and, furthermore, there is no eddy. The most important aspect is that there is no eddy. Even though there is an area of increased upper layer thickness and transport due to an accumulation of fluid displaced from the western boundary, the resulting circulation is much weaker than that of the \(\beta\) plane run (Fig. 7(a),(c)). It can be seen that the entire system moves offshore and, consequently, it cannot reach a steady state. In order to highlight the offshore movement of the system, we plotted in Fig. 6 the 0.3 contour for each of the days depicted in Fig. 5. In analogy with the ballooning outflow situation studied by Nof and Pichevin (2001), the eastward movement of the separated boundary current produces a Coriolis force directed to the south.
(i.e., to the right of the direction of migration). This force balances the northward momentum flux (i.e., flow force) of the upstream northward flowing separated boundary current.

In Fig. 7, we plotted (side by side) snapshots of the (nondimensional) upper layer thickness and (nondimensional) streamfunction at day 3000 for the \( \beta \) plane experiment E1 and \( f \) plane experiment E3 (Table 1). This day is chosen as representative of the entire experiment E1 because it reflects the final steady solution. Note that, because the inflow and outflow mass fluxes are kept constant, there is virtually no variability after the decay of the initial oscillations generated during the spin-up. We see (from Figs. 7(a),(c)) that the intrusion eddy is a very prominent feature of the \( \beta \) plane plots with a maximum (nondimensional) upper layer thickness greater than 1.3 and a maximum (nondimensional) transport of 2. It is important to note that the boundary current is inertial (i.e., nonlinear) as its width is \( \text{O}(R_0) = 25\text{ km} \), much smaller than the frictional boundary layer width \( \text{O}(v/\beta)^{1/3} = 200\text{ km} \). Here, the friction used is high enough to avoid the transient features but not so large as to change the dynamics of the boundary current. The downstream zonal flow is broad compared with the upstream boundary current due to frictional diffusivity. To go further with the comparison of the numerical results to our analytical relations, we use (8) and rewrite (7) as

\[
\int_0^L h v^2 \, dx + \frac{g'}{2} h^2 (0,y) L_2 - \beta \int_S \psi \, dx \, dy = 0,
\]

where \( L \) is the boundary current width and \( L_2 \) is the length of the segment \( AB \) (see Fig. 4) and we took \( \psi = 0 \) on the wall. In this form, (30) represents a balance between three forces. The first is the northward force associated with the momentum flux of the alongshore current. The second is the northward pressure force due to the difference in thickness (on the wall) between points \( A \) and \( D \) (Fig. 4). The third term is the southward \( \beta \) force.
resulting from the fact that a particle circulating anticyclonically within the eddy senses a larger Coriolis force on the northern side than it senses on the southern side of the path.

Fig. 8 displays the first term and the difference between the third and second terms (30). It is evident that the intrusion eddy exists in order to balance the northward momentum flux of the WBC because, according to (16) and the scale analysis, the eddy is the major contributor for the net \( \beta \) term (i.e., the combination of the second and third terms in (30)).

As stated before, the frictional coefficient used acts merely to smooth out transient features and does not play an important role in the integrated momentum balance. This can be seen from Figs. 8 and 9, which show that there are no significant frictional forces. To further verify that this is indeed the case, we performed experiment E2 (Table 1) with lower friction and we achieved essentially the same results as in E1. The only difference between the two is that, here, the separated current showed meanders that eventually closed upon themselves, pinching off small eddies (compared to our relatively large intrusion eddies) that died off (or were reattached to the main flow after some time).

In Fig. 9 we show the analytical estimate of the eddy radius from (29) against the numerical estimate (taking the 1.3 closed (nondimensional) streamline as the eddy boundary (Fig. 7)). As expected, the radius based on the zero potential vorticity assumption is a lower bound for the actual eddy radius because, as mentioned, the zero-pv eddy is the steepest possible eddy. Nevertheless, the agreement is pretty good, as we get \( 4.2 R_d \) for the analytical estimate and about \( 5R_d \) (after day 1000) for the numerical estimate.

4. The linear dynamics

We shall now show that for a small Rossby number flow (i.e., a linear geostrophic flow) there is no eddy associated with the current separation from the coast. In the linear limit, the boundary current width is large (due to the frictional nature of the boundary layer) compared with the Rossby radius so that the current is slower and the associated momentum flux is negligible. As we will see, in this situation, the frictional dissipation balances the \( \beta \) term in the boundary layer and no eddy is necessary.

Consider the familiar, steady linear reduced-gravity (depth integrated) equations of motion for the upper layer,

\[
-fv\hat{h} = -g' \frac{\partial (\hat{h}^2)}{\partial x} + \frac{\tau_x}{\rho},
\]

\[
fuh = -g' \frac{\partial (\hat{h}^2)}{\partial y} - \kappa vh,
\]

\[
\frac{\partial (\hat{vh})}{\partial x} + \frac{\partial (\hat{vh})}{\partial y} = 0,
\]

where \( \kappa \) is the interfacial friction coefficient. In the inviscid interior, Sverdrup dynamics dominates the field. Within the WBC, interfacial friction dissipates the energy input of the wind over the entire basin.
4.1. Momentum balance in the whole domain

Integrating the \( y \)-momentum equation (32) over the entire shaded area \( S \) (containing the WBC) bounded by \( ABCD \) in Fig. 10, and assuming that \( \psi = 0 \) on the bounds of the region containing the upper layer, we find,

\[
\int_{x=0}^{x_L} \left[ \frac{g'}{2} h^2 - (f_0 + \beta y) \psi \right] \, dx = -\beta \int_S \psi \, dx \, dy \nonumber
\]

\[-\kappa \int_{y_L}^{y_B} \psi \big|_{x=x_L} \, dy = 0, \tag{34}\]

where \( L \) is the boundary current width, \( \psi \big|_{x=x_L} \) is the streamfunction at \( x=L \), \( x_B \) is the \( x \)-component of \( B \), and \( y_L \) and \( y_B \) are the \( y \)-components of \( A \) and \( D \), respectively (Fig. 10). We shall now leave (34) aside for moment and discuss the interior.

4.2. The interior balance

We note from (32) that, in the inviscid ocean interior (where friction is unimportant),

\[
\frac{\partial}{\partial y} \left[ \frac{g'}{2} h^2 - (f_0 + \beta y) \psi \right] = -\beta \psi, \tag{35}\]

which can be integrated from \( y_s \) to \( y_n \), to give

\[
\left[ \frac{g'}{2} h^2 - (f_0 + \beta y) \psi \right]_{y=y_s}^{y=y_n} = \beta \int_{y_s}^{y_n} \psi \, dy, \tag{36}\]

for any \( x > L \). Integrating (36) from \( x = L \) to \( x = x_B \), we get,

\[
\int_0^L \left[ \frac{g'}{2} h^2 - (f_0 + \beta y) \psi \right] \, dx - \beta \int_{y_s}^{y_n} \int_0^L \psi \, dy \, dx = 0, \tag{37}\]

This balance is valid in the integration domain \( (S) \) within the ocean interior (shown in Fig. 10).

4.3. The western boundary layer balance

Subtracting (37), which governs the interior, from (34), which governs the entire region (WBC plus interior), we obtain for the WBC \( (0 \leq x \leq L) \),

\[
\int_0^L \left[ \frac{g'}{2} h^2 - (f_0 + \beta y) \psi \right] \, dx - \beta \int_{y_s}^{y_n} \int_0^L \psi \, dx \, dy \nonumber
\]

\[-\kappa \int_{y_L}^{y_B} \psi \big|_{x=x_L} \, dy = 0. \tag{38}\]

Neglecting the wind stress term within the boundary current, it follows from (31) that,

\[
\frac{g'}{2} h^2 - (f_0 + \beta y) \psi = C, \quad x \leq L \tag{39}\]

where \( C = \beta \int_{y_L}^{y_n} \psi \big|_{x=x_L} \, dy \) and a matching of (39) and (36) at \( x=L \) has been invoked. Substituting (39) into (38), we obtain,

\[
\beta \int_{y_s}^{y_n} \int_0^L \psi \big|_{x=x_L} \, dy \, dx + \kappa \int_{y_L}^{y_B} \psi \big|_{x=x_L} \, dy = 0. \tag{40}\]

The integrand of the second term of (40) is positive, implying that the first term should be negative. Note that, in this case, an anticyclonic eddy would make a negative contribution to the \( \beta \) term. By scaling (40), we see that the WBC by itself produces a \( \beta \) force that is able to balance the frictional dissipation terms. This is the case as long as \( L \sim O(\kappa/\beta) \), which is the well-known Stommel boundary layer scale.

We see that (40) represents a balance between the \( \beta \)-force in the WBC and the frictional...
dissipation of the integrated wind stress curl over the entire basin. Under these conditions, no eddy is necessary for the required momentum balance, showing that the establishment of the intrusion eddy is due to inertia (nonlinearities) and $\beta$.

5. Conclusions

Taking into account that the EKWC is forced to separate from the coast by an outflow to the east and the upstream (northward) throughflow that it introduces, we derived a theory for the existence of the "intrusion eddy." Our analytical relations and numerical simulations show that, without the generation of the eddy, the nonlinear momentum flux of the northward-flowing boundary current on a $\beta$ plane could not have been balanced. On an $f$ plane, the situation is quite different. To balance the northward momentum force imparted by the boundary, the system simply moves offshore (Fig. 6), producing a southward Coriolis force.

On this basis, we argue that the existence of the UWE may not be related to instabilities but rather may be due to $\beta$ and nonlinearities (Figs. 7 and 8). (A similar no-instability argument related to the African coastline curvature was put forward by Ou and de Ruijter (1986) as an explanation for the Agulhas Current retroflection.) Further, we argue that the UWE semi-permanent characteristic may not be due to topographic arrest, but rather is part of the dynamics, which includes the generation of permanent eddy (Fig. 7(a),(c)). Although our analysis strongly suggests that this is the case, we could not prove either the topography or the stability issue. This is because our reduced gravity model does not contain mixed barotropic/baroclinic instabilities, nor does it contain bottom topography (see e.g., Hogan and Hurlburt, 2000). For a mean transport of $\sim 1.5$ Sv for the EKWC, we find a Rossby radius of 16.3 km and an $\epsilon^{1/6}$ of 0.39. Our predicted value for the UWE diameter (from (30)) is then 141 km, which agrees fairly well with the observed 150 km radius (Fig. 2), suggesting that its generation is related to the mechanism proposed here.

This generation process is only relevant when EKWC is strong and, hence, nonlinear (Mitchell, 2003). In times where the EKWC is weak and linear, there is no eddy formation, in agreement with the observations. It is important to realize here that our steady solutions merely imply that the period during which the current is strong (or weak) is longer than $(\beta R_d)^{-1}$, a condition which is obviously satisfied.

The present theory is not applicable to the Gulf Stream and Brazil-Malvinas confluence for three reasons. First, in both cases, there are strong opposing (cold) currents (the Labrador current in the first case and the Malvinas current in the second) whose momentum fluxes cannot be neglected (see e.g., Arruda and Nof, 2003). Second, there is a marked difference in density between the two colliding currents so that the denser (colder) current would slide under the less dense current and even separate from the coast in different latitude. Third, there is a coastline tilt in both cases that could cause significant change in the momentum balance.
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